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A B S T R A C T   

How is it possible to socialize adolescents to become more vigilant in spotting fake news? In the present pre
registered, randomized controlled trial (N = 1476), we aimed to implement a scalable, online counter- 
misinformation intervention by promoting family-based prosocial values and putting them in an expert role to 
build resistance against misinformation among adolescents. In this intervention, participants were endowed with 
an expert role and requested to write a letter to their digitally less experienced relatives elucidating six strategies 
to identify misinformation. We found immediate effects of the intervention (d = 0.17), but these effects dis
appeared after four weeks. However, those high school students who followed the instructions (N = 791) and had 
a higher need for cognition demonstrated a substantial benefit in correctly spotting fake news four weeks after 
the intervention compared to the control group (d+1 SD need for cognition = 0.28, d+2 SD need for cognition = 0.51). The 
present work demonstrates the power of using classic social psychological components, such as a digital mindset, 
expertise role, and prosocial strategies, to achieve long-term behavioral change among certain adolescents. Our 
approach might complement prior nudge and inoculation interventions in the fight against misinformation in this 
age group.   

1. Introduction 

Misinformation2 has emerged as a cardinal social and political 
problem of the 21st century: it can distort democratic processes by 
hindering voters’ informed decision-making about politics and social 
issues (Allcott & Gentzkow, 2017), resulting in alienation and cynicism 
(Balmas, 2014), and reducing collaboration in crises that require both 
individual- and group-level cooperation, like the climate change or the 
COVID pandemic (Allington, Duffy, Wessely, Dhavan, & Rubin, 2021; 
Lewandowsky, Stritzke, Freund, Oberauer, & Krueger, 2013). Hence, 
social scientists, in particular psychologists, have shown great interest in 

devising interventions that arm people against fake news by using ac
curacy nudging techniques (see e.g., Pennycook, Epstein, et al., 2021; 
Pennycook, McPhetres, Zhang, Lu, & Rand, 2020; Pennycook & Rand, 
2021), applying inoculation or building digital literacy skills (see e.g., 
Guess et al., 2020; Maertens, Anseel, & van der Linden, 2020; Maertens, 
Roozenbeek, Basol, & van der Linden, 2021; Roozenbeek, Van der 
Linden, S., & Nygren, 2020), or using wise interventions3 exploiting 
prosocial motivations (Orosz, Paskuj, Faragó, & Krekó, 2023). Psycho
logical fake news interventions have promising results in diminishing 
the perceived accuracy of fake information, and some of them even have 
lasting effects, e.g., persisting for weeks or months (see e.g., Guess et al., 
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1 Both authors share the first authorship of this manuscript.  
2 We used the terminology of Pennycook and Rand (2021) to distinguish among the concepts of fake news, misinformation, and disinformation. Nevertheless, our 

intention is not to suggest that online information is exclusively true or false; interpreting news content in terms of its accuracy isn’t always straightforward. 
Nonetheless, in this study, our primary objective was to select unequivocally fake and real news content, distinctively belonging to one category or the other. Hence, 
we deemed this definition suitable for our research objectives.  

3 The term ‘wise intervention’ denotes a particular form of intervention aimed at altering individuals’ subjective meaning-making processes, as Walton and Wilson 
(2018) described. Not all interventions fall under this category. For instance, accuracy nudges are considered interventions but do not impact the aforementioned 
meaning-making processes; therefore, they cannot be classified as wise interventions. 
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2020; Maertens et al., 2020, 2021; Zerback, Töpfl, & Knöpfle, 2020). 
However, none of these prior intervention attempts focused on durable 
effects among adolescents. The present work aims to fill this gap by 
providing further empirical support for the efficiency of interventions 
that aim to empower individuals by putting them in an “expert” role and 
exploiting their prosocial motivations. 

Though fake news interventions have been tested in various contexts 
(Pennycook & Rand, 2021; Roozenbeek, Van der Linden, & Nygren, 
2020), the age group of adolescents is largely understudied. The news 
consumption patterns of adolescents indicate an increased vulnerability 
to fake news (Baptista, Gradim, & Correia, 2022; Marchi, 2012; New
man, Fletcher, Kalogeropoulos, & Nielsen, 2019) with a corresponding 
limited aptitude in the identification of misinformation (Common Sense 
Media, 2017; Papapicco, Lamanna, & D’Errico, 2022). Even though they 
are vulnerable, very few critical thinking and media literacy in
terventions have been published in academia about adolescents (Dela
ney, Bacon, & Matson, 2022; Smith & de los Santos, 2022), and only a 
limited number of studies have exclusively concentrated on addressing 
their susceptibility to misinformation (see e.g., Barzilai et al., 2023; 
Caroti, Adam-Troïan, Bagneux, & Theraud, 2023, preprint). Further
more, adolescents usually have lower motivation and engagement in 
social-psychological interventions than other age groups (see e.g., 
Yeager, Dahl, & Dweck, 2018), making it harder to influence their 
behavior. Therefore, we aim to fill this gap in the misinformation 
literature and introduce a new line of intervention targeting adolescents: 
a prosocial wise fake news intervention, and test its long-term effec
tiveness in decreasing the perceived accuracy of misinformation. 

1.1. Adolescents’ vulnerability to misinformation 

Multiple studies demonstrated that adolescents are vulnerable to 
misinformation. Even though they are soon-to-be voters, many teen
agers are considered “news avoiders” (Shehata, 2016), and they often 
lack intrinsic motivation to read the news (Baptista et al., 2022; Tam
boer, Kleemans, & Daalmans, 2022). Adolescents are less interested in 
news consumption through traditional news outlets compared to pre
vious generations, and they rather turn to social media sites as their 
primary information source (Marchi, 2012; Newman et al., 2019), which 
can increase their susceptibility to misinformation (Baptista et al., 2022; 
Benaissa Pedriza, 2021). Due to their age, their critical thinking is not 
fully developed (Papapicco et al., 2022) despite being a crucial skill to 
recognize fake news efficiently (Faragó, Krekó, & Orosz, 2023; Penny
cook & Rand, 2019). Though adolescents know that some news was 
created to manipulate readers, and they are confident that they can 
identify false content effectively (Corbu, Oprea, & Frunzaru, 2022; 
Herrero-Diz, Conde-Jiménez, & Reyes de Cózar, 2021; Papapicco et al., 
2022), in practice, they are typically less successful at spotting misin
formation (Common Sense Media, 2017; Papapicco et al., 2022). Sus
ceptibility to misinformation among adolescents is related to a less 
rigorous treatment of the information (Baptista et al., 2022), a lack of 
sufficient concern regarding the accuracy of the news, being unmoti
vated to use time-consuming evaluation strategies to spot fake news 
(Paul, Macedo-Rouet, Rouet, & Stadtler, 2017), and a lack of media 
literacy education (Kahne & Bowyer, 2017). For instance, when evalu
ating the credibility of information, adolescents rarely pay attention to 
fundamental criteria such as the author or source reliability (Herrer
o-Diz et al., 2021; Tamboer, Kleemans, & Daalmans, 2022; Tamboer, 
Kleemans, Molenaar, & Bosse, 2022; Wineburg, Breakstone, McGrew, & 
Ortega, 2016). Therefore, even though they were “born” to the social 
media-dominated world, they can have shortcomings in their digital 
literacy and evaluation skills required to differentiate real from fake 
content or identify information manipulation. Adolescents’ news con
sumption habits indicate a high susceptibility to misinformation. While 
vulnerability to misinformation is not limited to this age group, and 
people in higher age groups can also have problems in identifying fake 
news and correcting it due to cognitive factors and their less experience 

in social media (Brashier & Schacter, 2020), the above-mentioned 
age-specific factors draw a special kind of vulnerability for adoles
cents. This problem requires scalable online interventions with 
long-lasting effects aiming to increase critical thinking and digital media 
literacy skills to arm them against fake news. 

1.2. Critical thinking, media literacy, and counter-misinformation 
interventions among adolescents 

Regarding critical thinking and media literacy interventions among 
adolescents, the evidence is very scarce, though there are some prom
ising avenues in the literature. For instance, a qualitative study tested 
the effect of reading, discussing, and critiquing a series of historical texts 
to secondary school students during a reading intervention class to 
empower youth to successfully evaluate sources, challenge fake news, 
and make informed decisions (Delaney et al., 2022). Nevertheless, the 
authors only used thematic analyses to evaluate the effectiveness of this 
intervention and neither applied a control group nor compared pre-and 
post-test results of fake news evaluation accuracy ratings or cognitive 
reflection to quantitatively test its efficiency. In another study, the au
thors applied a breaking news simulation to improve adolescents’ digital 
literacy skills (Smith & de los Santos, 2022). In this interv ention, news 
literacy awareness and news appreciation measures were addressed 
before, immediately after, and two weeks after taking part in the 
breaking news simulation, and the intervention group watched a video 
about a journalist explaining news skills and standards. Even though the 
simulation in itself did not work, the students belonging to the inter
vention group had a better concept of news literacy and reported more 
understanding of the value of news sourcing (Smith & de los Santos, 
2022). Nevertheless, this intervention did not test the change in ado
lescents’ susceptibility to fake information. None of these attempts were 
randomized controlled trials that could assess the effectiveness of a 
counter-misinformation program in the field. However, some recent 
endeavors have employed randomized controlled trials and imple
mented either an inoculation-based game, namely "Misinformation is 
Contagious" developed by Barzilai et al. (2023), targeting 7th and 
8th-grade students, or examined the efficacy of a critical thinking edu
cation intervention among secondary school students, as explored by 
Caroti et al. (2023, preprint). The study conducted by Barzilai et al. 
(2023) revealed that engagement with the gameplay led to enhanced 
accuracy and sharing discernment among middle school students when 
compared to the active control group. On the other hand, Caroti et al. 
(2023, preprint) demonstrated that their intervention resulted in an 
immediate and sustained reduction in conspiracy beliefs among partic
ipants post-intervention and even one month after. These interventions 
effectively cultivated students’ evaluation strategies and equipped them 
with the ability to identify unreliable information and, therefore, how to 
spot misinformation. However, neither of these interventions tested the 
long-term change in fake news evaluation accuracy specifically (the only 
exception is the study of Caroti et al. (2023, preprint), but they inves
tigated conspiracy and paranormal beliefs). We aim to supplement this 
line of research with our wise intervention with its strong focus on 
prosocial values, and not only teach adolescents how, but also why fake 
news detection is important. Furthermore, our objective is to assess the 
intervention’s efficacy in decreasing the perceived accuracy of fake 
news one month after its implementation. 

1.3. Implementing a wise prosocial fake news intervention attempt to 
adolescents 

Wise interventions (Walton, 2014) represent a specific type of 
intervention, and the objective of their usage is to change a particular 
aspect of how individuals think or feel in their everyday lives, ultimately 
promoting their well-being. Compared to previous interventions, their 
uniqueness lies in their capacity for psychological precision, their brief 
nature, and their common purpose of modifying self-reinforcing 
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mechanisms that evolve gradually, thereby long-lastingly enhancing 
individuals’ prospects across diverse situations (Walton, 2014). The 
success of wise interventions lies in changing the subjective 
meaning-making processes of individuals (how people make sense of 
themselves and social situations, Walton & Wilson, 2018). Therefore, 
wise intervention can be applied to alter specific underlying psycho
logical mechanisms that either contribute to societal issues or hinder 
individuals from thriving (Walton, 2014; Walton & Wilson, 2018). 

Wise psychological interventions (e.g., Reeves et al., 2021; Yeager 
et al., 2014) use prosocial values for changing meaning-making pro
cesses, which can inspire people to integrate personal (e.g., spotting fake 
news for myself) and prosocial goals (e.g., spotting fake news for helping 
another person). Research indicates that individuals motivated by pro
social concerns exhibit a heightened commitment to exert greater effort, 
prioritize safety measures, and collaborate more with others (e.g., Grant, 
2007; Grant and Hofmann, 2011; Grant and Shandell, 2022; Paunesku 
et al., 2015; Reeves et al., 2021; Yeager et al., 2014). For example, in 
educational settings, students exhibited improved performance in 
tedious and monotonous tasks when they were driven by prosocial in
centives, leading to improved academic performance in subsequent 
months (Paunesku et al., 2015; Reeves et al., 2021; Yeager et al., 2014). 
Prosocial wise interventions can be successfully applied in various do
mains, therefore, we presume that they can be efficiently exploited to 
help spot fake news among adolescents as well. In the Hungarian 
socio-cultural context, family and family ties have a central value (Csite, 
2009; Hankiss, 1990; Pátkainé Bende, 2022). Therefore, we expected 
that adapting a prosocial intervention by highlighting the importance of 
helping family members can encourage students effectively. 

A new promising area in the misinformation literature is the wise 
prosocial fake news intervention that aims to encourage the younger 
generations to help their digitally less experienced family members, and 
this promotion of prosocial values thereby decreases young adults’ 
susceptibility to misinformation (see also Orosz et al., 2023). In this 
intervention, young adults were put in an expert role in the digital world 
and were asked to write a letter to their digitally less familiar elder 
relatives, explaining six strategies to help them recognize fake news. In 
the letter-writing task, a “saying-is-believing” technique was applied: if 
people give advice, but their behavior is not aligned with their advice, 
cognitive dissonance arises, which motivates the advice-giver to behave 
following the advice, resulting in an indirect persuasion (Aronson, 1999; 
Aronson, Fried, & Stone, 1991; Higgins & Rholes, 1978; LaCosse, Can
ning, Bowman, Murphy, & Logel, 2020; Stephens, Hamedani, & Destin, 
2014; Yeager & Walton, 2011), and more vigilance in news consump
tion. By the advice-giving and promoting pro-social values, the inter
vention indeed reduced young adults’ vulnerability to misinformation: 
compared to the active control group, the intervention group showed an 
immediate effect (d = 0.32) that persisted until the follow-up four weeks 
later (d = 0.22) on their fake news evaluation accuracy ratings (Orosz 
et al., 2023). 

This randomized controlled study is among the first psychological 
fake news interventions exploiting prosocial values and could comple
ment prior intervention approaches in the fight against misinformation 
(Orosz et al., 2023). As young adults were treated as experts rather than 
incompetent participants and were asked to help their relatives, they 
could fulfill their need for high status. These preconditions are necessary 
to increase adolescents’ motivation and engagement in intervention 
studies (Yeager et al., 2018). Therefore, we think this prosocial fake 
news intervention could be successfully replicated among high school 
students, as it considers young people’s needs and important 
motivations. 

1.4. Putting the prosocial intervention into cultural and socio-political 
context 

Hungary presents an opportune context for investigating in
terventions to combat misinformation. The mainstream media in 

Hungary has been plagued by systematic pro-government disinforma
tion campaigns (Bozóki & Hegedűs, 2018; Demeter, 2018; Guriev & 
Treisman, 2022; Krekó, 2022; Krekó & Enyedi, 2018), leading to the 
categorization of Hungary as an "informational autocracy" (Krekó, 
2022). This political influence has eroded free and independent media, 
earning Hungary the "partly free" classification since 2019 (Freedom 
House, 2019). Over the years, Hungary has significantly dropped in the 
global rankings of media freedom and media pluralism sliding from the 
25th position in 2009 to the 85th position in 2022 (Polyák, Urbán, & 
Szávai, 2022; Reporters Without Borders, 2009,2022). An illustrative 
example of the pro-government media influence occurred in early 2023, 
when an analysis of the Breaking News section of the pro-government 
news portal, Origo, revealed striking findings (Political Capital, 2023). 
Thematic analysis of 727 articles published during the first year of the 
Russian-Ukraine war indicated a biased portrayal. The headlines 
depicted Ukraine and the United States as aggressors, portrayed Zelen
sky in a negative light, and depicted Putin as competent and striving for 
de-escalation. These headlines reflected the language employed by So
viet "peace movements" during the Cold War, employing over
simplifying rhetoric. Furthermore, they disseminated widely debunked 
disinformation propagated by the Russian propaganda machinery, 
which has a well-documented impact on public attitudes (Political 
Capital, 2023). Therefore, investigating susceptibility to fake news is of 
utmost importance in this informational autocracy, especially among 
the soon-to-be-voters age group: adolescents. 

1.5. Current research and hypotheses 

In the current study, we aimed to utilize these prosocial values 
rooted in familial bonds to increase the youth’s attentiveness to misin
formation. The present study is a replication of a previously successful 
prosocial counter-misinformation intervention (Orosz et al., 2023) using 
a multi-site, large-scale Hungarian high school sample. Our goal was to 
examine the immediate and long-term effects of this intervention on 
spotting misinformation and exploring potential socioeconomic and 
psychological moderators. In the present manuscript, we only report 
results related to the main hypotheses regarding fake news evaluation 
accuracy ratings (H1), and the potential moderating factors. In addition, 
we will examine the intent-to-treat effects including every participant 
who was assigned to one of the two conditions. We were interested in 
whether our intervention could effectively reduce fake news evaluation 
accuracy ratings in ideal circumstances, therefore, we examined the 
treatment-of-the-treated effects among those adolescents who took the 
intervention sufficiently seriously. 

According to our preregistered main hypotheses,4 we supposed that 
participants of the treatment group (compared to the control) would 
evaluate fake news as less accurate (H1a) both immediately after the 
intervention and one month after (H1b). Furthermore, based on the 
preregistration, we aimed to explore the moderating effects of the 
relevant individual difference variables (analytic thinking, bullshit 
receptivity, digital literacy, need for cognition, socioeconomic status, 
and ethnic minority status) on immediate and long-term fake news 
evaluation accuracy.5 

4 The present work is part of a larger research project in which we examine 
the avenue of prosocial wise interventions to make people willing to spot 
misinformation in the long run. The present manuscript focuses only on the first 
hypothesis (H1), in which we tested the effectiveness of the intervention on 
fake news evaluation accuracy. We reported the results of the other preregis
tered hypotheses as important individual factors making adolescents less sus
ceptible to fake information in another manuscript (under review). See the 
anonymized preregistration here: https://osf.io/8tgk6/?view_only=6d28c1691 
33f4d6bb421631b90e9441b.  

5 For more details about these additional variables, see the Supplemental 
Material. 
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Based on the preregistration, we ran both the intent-to-treat (ITT) 
and the treatment-of-the-treated (ToT) analyses. The main difference 
between the two is that with the ITT we can examine whether the 
intervention is effective in the field under various potentially contami
nating circumstances (e.g., implementation errors, missing and inade
quate responses, etc., Shaya & Gu, 2007). However, with the ToT 
analysis, we can verify whether under ideal circumstances the inter
vention has the potential to have an impact on the participants (e.g., 
examining the effects among those participants who followed the in
structions and elaborated on the task). 

Therefore, the first analysis was the intent-to-treat analysis including 
everybody who provided data about their fake news evaluation accu
racy. Unfortunately, we could not analyze the responses of those stu
dents who dropped out before the outcome measures, as we do not have 
relevant dependent variables. Based on the pretests, we prepared for the 
situation that a significant portion of the adolescent, high school student 
respondents will not take the task seriously. Multiple sources of resis
tance might occur in the classroom in such data gathering situation: 
there might be resistance towards news reading, students can be reluc
tant to respond to a survey, or they might not have an ideal relationship 
with the professor who provided the link and invited them to participate 
in the survey. As we expected these difficulties, based on the preregis
tered treatment-of-the-treated analysis, we analyzed the data of those 
students who followed the instruction of the intervention/control ma
terials to be able to see whether the activated psychological mechanisms 
can lead to a long-term effect in spotting fake news in this under- 
investigated age-group in this digitally vulnerable country. 

2. Methods 

2.1. Participants 

Based on the preregistration, our goal was to recruit at least 787 
participants based on a-priori power analysis (with d = 0.20,6 alpha 
error prob = 0.05 with 80% power, and a number of predictors = 1, 
based on Guess et al., 2020) to be able to test our hypothesis about fake 
news evaluation accuracy. Altogether, 1582 high school students from 
25 institutions in Budapest and the countryside started the question
naire. Among them, 1476 students were randomly assigned to either the 
treatment (n = 735) or the control condition (n = 741), and 106 students 
withdrew from the completion before getting the intervention or control 
materials (for the consort diagram, see Fig. 1). Participants’ ages ranged 
from 14 to 21 years (M = 16.37, SD = 1.11), 52.23% of them were girls, 
45.05% were boys, and 2.71% indicated other. Regarding the type of 
residence, 35.43% lived in the capital city, 21.13% resided in larger 
county towns, 22.90% lived in smaller towns, and 20.53% resided in 
villages. Considering ethnic and socioeconomic status, 8.67% of stu
dents identified as an ethnic minority; 24.93% of students were 
first-generation, and 75.07% reported that either their mother or their 
father has a college or university degree. 

During the follow-up, there was significant attrition because some 
students failed to provide their proper code (generated in the first data 
collection), making it impossible to match their follow-up responses 
with their first-round data. Furthermore, a new wave of the COVID 
pandemic broke out at the time of the follow-up study, so many students 
were absent from school. These obstacles led to the attrition of 43.6% of 
students in the follow-up data (N = 832). Of the remaining students (M 
= 16.32, SD = 1.07), 54.45% were girls, 42.66% were boys, and 2.88% 
indicated other. Regarding the place of settlement, 35.46% lived in 
Budapest, 19.35% resided in larger county towns, 24.03% lived in 
towns, and 21.15% resided in villages. Considering ethnic and socio
economic status, 5.52% of students identified as an ethnic minority; 
24.76% of students were first-generation, and 75.24% were continuing- 

generation. 

2.2. Procedure 

The study adhered to the APA Ethical Standards and the Declaration 
of Helsinki guidelines and received ethical approval from the institu
tional review board of Anonymized University. The high school principals 
were contacted either by a research assistant or by undergraduate stu
dents enrolled in a thesis-preparatory credit course who also helped to 
carry out the recruitment process, the informed consent, and the data 
collection. High schools from Budapest and the countryside were 
selected using convenience sampling; however, we made a significant 
effort to gather data outside the capital and to obtain a socioeconomi
cally diverse sample. 

As the data collection took place in high schools, we needed to obtain 
consent from the principals and the class teachers first before contacting 
parents and students. As adolescents were aged between 14 and 21 
years, the passive consent of parents was needed, meaning that they had 
to sign a form if they wanted to withdraw their children from the 
intervention. We also asked students for their informed consent. Once 
they had given their consent, students completed some basic de
mographics and were randomly assigned to either the treatment or the 
control condition. Randomization was within classes, as Qualtrics, the 
data gathering platform, randomly assigned each student to one of the 
two conditions. 

The intervention condition was framed as contributing to an online 
media education program for parents and grandparents. The material 
introduced six scientifically supported strategies, all adapted from Guess 
et al. (2020), which were accompanied by peer testimonials to help 
participants identify online misinformation. The strategies included 
skepticism for headlines, looking beyond fear-mongering, inspecting the 
source of news, checking the evidence, triangulation, and considering if 
the story was a joke. These testimonials offered normative information 
on other students’ negative experiences with failing to detect false in
formation and also their favorable experiences when they managed to 
spot fake news (Walton & Cohen, 2011; Yeager et al., 2014; Yeager et al., 
2016). We applied quotes for this purpose, abstaining from presenting 
descriptive norms in a numerical form (e.g., a percentage of students), 
unlike previous research (e.g., Yeager et al., 2014).7 After reading the 
strategies and the testimonials, students were asked to compose a 
concise letter addressed to a close, older family member, in which they 
would provide a summary of the six strategies and also share their 
thoughts on the most compelling arguments and guidance that could 
persuade their relatives to adopt these strategies into their daily routine. 
Participants in the treatment condition spent an average of 419 s 
(equivalent to 6.98 min) composing the letter and wrote a mean of 
212.87 characters. The instructions, the psychological mechanisms of 
the self-persuasive message (Fig. S1), and a randomly chosen letter 
(Fig. S2) can be found online in Supplementary Materials. 

Although the control condition closely resembled the intervention in 
its structure, it differed in that the control materials did not feature the 
topic of fake news. Instead, it was designed to guide the proper usage of 
social media platforms such as Facebook. The materials provided advice 
on how to avoid awkward behaviors exhibited by older generations that 
young adults may find uncomfortable. Additionally, the materials 
included six instances of implicit social norm violations, as reported by 
the participants (mixing up private messaging with Facebook’s feed; 
sending virtual flowers on the wall for birthdays; incorrect use of emojis; 
uploading inappropriate profile pictures; anomalies during video chat; 
sending inappropriate invites to online games). Afterward, similar to the 

6 The d = 0.2 is based on the US results of Guess et al. (2020). 

7 We decided to abstain from presenting numerical descriptive norms as we 
did not have relevant statistics about Hungarian students at the time of con
ducting this intervention, and we did not want to provide fake data to 
participants. 
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treatment condition, participants were instructed to write a letter to an 
elderly family member outlining the key practices and offering advice on 
how to avoid negative behaviors on social media. Overall, the control 
condition focused on promoting positive social media behaviors without 
any mention of news content, fake news, or misinformation. The in
structions of the control group can be found online in Supplementary 
Materials. 

After writing the letters, students were presented with real and fake 
news items in a random order, and they had to evaluate the perceived 
accuracy of the headlines. At the end of the first data collection round, 
students could find out which news stories were true, and which were 
false. Four weeks later, they completed the follow-up test containing real 
and fake news items (different ones than in the first data collection 
round), and then they were debriefed for the real purpose of the study. 
The timeline of the study can be seen in Fig. 2. 

2.3. Measures 

2.3.1. Fake news evaluation accuracy. We applied Pennycook and 
Rand’s (2019) method to evaluate the accuracy of fake and real news. 
Participants were presented with real and fake news items in a random 
order that had undergone thorough pretesting and were asked to rate 
their accuracy using four-point scales (“To the best of your knowledge, 
how accurate is the claim in the above headline?” Not at all accurate/not 
very accurate/somewhat accurate/very accurate).8 The fake and real news 
headlines differed in the post-intervention material and the follow-up 
(for the translated headlines, see the Supplemental Material). The reli
ability of these news items was acceptable (average inter-item correla
tionlong-term = 0.251, average inter-item correlationimmediate = 0.272, ps 
< 0.001). These values are acceptable considering that the headlines 
covered a wide range of topics and the scales did not measure one 
construct like personality scales; therefore, the lower reliability is not a 

cause for concern (see Faragó, Kende, & Krekó, 2020; Schmitt, 1996; 
Shnabel, Bar-Anan, Kende, Bareket, & Lazar, 2016, for further clarifi
cation). However, it is important to mention that some relevant studies 
found that confirming credible texts and questioning less credible texts 
derive from distinct cognitive processes (Fendt, Nistor, Scheibenzuber, 
& Artmann, 2023; Kiili, Räikkönen, Bråten, Strømsø, & Hagerman, 
2023) and therefore alternative reliability measures are available. 

2.3.1. Further individual difference variables for control and as possible 
moderators 

Based on prior research on the relevance of cognitive abilities 
(D’Errico, Cicirelli, Corbelli, & Paciello, 2023; Faragó et al., 2023; 
Iacobucci & De Cicco, 2022; Leding & Antonio, 2019), digital literacy 
(Guess et al., 2020; Sirlin, Epstein, Arechar, & Rand, 2021), and socio
economic variables (Duplaga, 2020; Georgiou, Delfabbro, & Balzan, 
2020; Orosz et al., 2023) in recognizing misinformation, we preregis
tered the examination of the role of bullshit receptivity (five items, 
Pennycook, Cheyne, Barr, Koehler, & Fugelsang, 2015), cognitive 
reflection task (five items, Frederick, 2005 via Shenhav, Rand, & 
Greene, 2012; Thomson & Oppenheimer, 2016), need for cognition (five 
items, Cacioppo & Petty, 1982), digital literacy (five items, Guess & 
Munger, 2023), as control variables and as potential moderators. So
cioeconomic status was measured by parental educational attainment 
(primary, secondary, and tertiary levels), specifically distinguishing 
between students without parents who hold a tertiary education degree 
and those who at least have one parent with a tertiary education degree. 
Ethnic minority status was assessed with one item (“Do you see yourself 
as belonging to an ethnic minority?”). A detailed description of these 
measures can be found in the online Supplemental Materials. 

2.4. Analytic strategy 

We employed multilevel linear regression (to account for the data’s 
hierarchical structure, considering students as nested within schools) to 
assess the intervention’s effect on fake news evaluation accuracy (H1a).9 

Subsequently, we controlled for demographics (gender, ethnic minority 

Fig. 1. Consort diagram.  

8 Following the criteria outlined by Pennycook, Epstein, et al. (2021), we 
chose real news articles from trustworthy Hungarian mainstream news sources. 
We abstained from choosing fact-checked real news because if real content 
needs to be fact-checked, this might carry ambiguity, potentially prompting 
readers to question its epistemological status. Conversely, we selected fake 
news from a webpage (Urbanlegends.hu), which contains fact-checked Hun
garian fake news stories selected from different fake news sites (e.g., Titkoksz 
igete.com). 

9 Originally, we aimed to apply OLS regressions following the pre- 
registration. However, after consulting with relevant experts, we modified 
this aspect of the preregistration, and applied multilevel linear regression an
alyses instead (students as nested within schools). 
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status, and first-generation status) to examine the impact of the treat
ment independent of these individual differences. We performed these 
evaluations for the immediate (H1a) and the one-month follow-up 
(H1b). 

We also employed multilevel linear regression analysis (students as 
nested within schools) to examine the interaction effect of moderators 
(analytic thinking, bullshit receptivity, digital literacy, need for cogni
tion, socioeconomic status, and ethnic minority status) and intervention 
conditions on fake news evaluation accuracy ratings. Analytic thinking, 
bullshit receptivity, digital literacy, need for cognition, and subjective 
socioeconomic status were continuous variables, while first-gen status, 
ethnic minority status, and condition were treated as categorical mod
erators with two levels. Data was analyzed using R, version 4.3.0 (R Core 
Team, 2023). 

Based on the preregistration, our primary analysis consists of an 
intent-to-treat analysis involving all participants who rated news items 
after the intervention. However, we cannot evaluate the data of students 
who withdrew before the outcome measures, as the appropriate 
dependent variables are unavailable. Additionally, we perform a 
treatment-of-the-treated analysis, examining the data of those students 
who actively followed the instructions in the intervention/control ma
terials. We found this analysis useful as we were interested in whether 
the intervention can be effective among compliant adolescents. 

For the treatment-of-the-treated analysis, we code the letters written 
by the students based on the following criteria. We included students if 
they (1) wrote about at least one strategy we provided in the instruction; 
(2) they did not simply copy the strategies; (3) they elaborated on a topic 
related to the task; (4) they wrote at least one sentence that included at 
least one strategy; (5) they gave a specific but not too broad advice (e.g., 
we dropped participants who wrote simply “be skeptical with the news” 
without more specific strategies); (6) they gave a piece of advice without 
the instructed letter format; (7) they advised regarding topics closely 
related to their condition: in the control condition, they gave at least one 
piece of advice regarding general digital literacy independently from the 
social networking context along the suggested dimensions; in the 
treatment group, they gave at least one piece of advice regarding fake 
news appearing on radio or in the television; (8) did not address the 
letter to a specific relative but more than one person or they addressed 
the pieces of advice to their relatives in general. 

Following the development of coding schemes, we trained two in
dependent raters to classify the letters using the pre-established coding 
categories. We made minor adjustments and clarifications to the coding 
system after an initial analysis of responses from 50 sample participants. 
This first phase of coding showed good consistency between raters, with 

reliability scores of 0.74 (CI: 0.706–0.772) regarding the evaluation of 
students who followed vs. those who did not follow the instructions. 
Whenever there was a disagreement, the raters discussed the issue until 
they reached a consensus. In cases of unclear or overlapping statements, 
a third expert was consulted to resolve any ambiguities. All three coders 
collaboratively reviewed their coding methods and decisions to ensure 
consistent and accurate agreement. 

After filtering out the compliant students, we conducted the same 
multilevel regression analyses in the treatment-of-the-treated analysis 
(as we do with the intent-to-treat sample), including the main effect and 
moderator effects. 

3. Results 

3.1. Preliminary analyses and attrition 

We investigated the potential initial disparities between the condi
tions before the intervention. Subsequently, we examined the overall 
attrition (independent of the condition) and the attrition that varied 
depending on the condition in both samples (differential attrition). 
These analyses encompassed sociodemographic factors such as age, 
gender, ethnic minority status, parental level of education, type of set
tlement, and first-generation status, along with pertinent individual 
differences such as bullshit receptivity, need for cognition, and analytic 
thinking. Additionally, we explored the distinctions between students in 
the intent-to-treat sample and those in the treatment-of-the-treated 
sample. 

To assess the random allocation of students to different conditions, 
we examined pre-intervention differences across the aforementioned 
psychological and sociodemographic variables. Our analysis revealed no 
statistically significant baseline differences between the two conditions 
(all ps > 0.058), providing evidence supporting the random condition 
assignment. Regarding the overall attrition, we observed a statistically 
significant decrease in the proportion of ethnic minority (p < 0.001), 
male (p = 0.027), and older students, as well as students with lower 
scores on cognitive reflection tasks (p < 0.001). However, we found no 
other notable differences in other sociodemographic and psychological 
variables between the participants who completed the follow-up and 
those who dropped out. Furthermore, concerning differential attrition, 
no statistically significant differences (all ps > 0.088) were observed 
between the students who were retained and those who were not 
retained across the two conditions. 

We observed notable differences between adolescents who adhered 
to the instructions of the "saying-is-believing" exercise and those who 

Fig. 2. Timeline.  
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did not. Students who followed the instructions diligently were more 
likely to be female (p < 0.001), had parents with higher educational 
attainment (p < 0.003), exhibited a lower likelihood of being from mi
nority backgrounds (p < 0.001), and possessed stronger analytic in
clinations, as indicated by higher scores in analytic thinking (p < 0.001) 
and a greater need for cognition (p < 0.001), but they did not differ in 
terms of age (p = 0.722), type of settlement (p = 0.868), or bullshit 
receptivity (p = 0.512). However, due to the substantial similarity in the 
structure, demands, and even content regarding the intervention and 
control materials, students taking the instructions seriously were similar 
in the two conditions (all ps > 0.078). The only exception was gender: 
while there was a minimal difference between girls and boys taking the 
intervention condition seriously, girls took the control condition more 
seriously than boys (ps < 0.001). Lastly, we found no significant three- 
way interaction among condition, adherence to instructions, and 
participation in the long-term follow-up measures (all ps > 0.231). This 
implies that in both conditions, a comparable proportion of students 
took the instructions seriously and participated in the follow-up as
sessments. For an overview, see Fig. 3. 

3.2. Intent-to-treat primary analyses 

3.2.1. Short- and long-term fake news evaluation accuracy ratings (H1ITT) 
In general, the findings revealed that the intervention yielded sta

tistically significant immediate (b = 0.10, t(1453) = 3.30, k = 25, p <
0.001, d = 0.17) but a non-significant long-term (one-month follow-up) 
(b = 0.03, t(827) = 0.81, k = 25, p = 0.419, d = 0.05) improvement in 
fake news evaluation accuracy ratings compared to the control condi
tion. The immediate effects persisted even when accounting for perti
nent individual differences in demographic variables, such as age, 
gender, parental education, and ethnic minority status (b = 0.10, t 
(1439) = 3.25, k = 25, p < 0.001, d = 0.16), while the long-term effects 
remained statistically insignificant when controlling for all the variables 
mentioned above (b = 0.03, t(814) = 0.767, k = 25, p = 0.443, d =
0.05).10 

3.3. Intent-to-treat secondary analyses 

Following the preregistration, an examination was conducted into 
the potential moderating effects of relevant socio-demographic variables 
(including age, gender, parental level of education, subjective socio
economic status, and ethnic minority status) as well as individual dif
ference variables (analytic thinking, bullshit receptivity, digital literacy, 
and need for cognition). Demographic variables (p > 0.659), digital 
literacy (p = 0.489), bullshit receptivity (p = 0.411), cognitive reflection 
(p = 0.364), and need for cognition (p = 0.419) did not yield statistically 
significant moderating effects on the treatment’s impact on immediate 
fake news evaluation accuracy scores. Concerning the enduring effects of 
the intervention on long-term fake news evaluation accuracy, no de
mographic variables (p > 0.054), digital literacy (p = 0.489), bullshit 
receptivity (p = 0.411), cognitive reflection (p = 0.137), or need for 
cognition (p = 0.103) were identified as significant moderators. 

3.4. Treatment-of-the-treated primary analyses 

3.4.1. Short- and long-term fake news evaluation accuracy ratings (H1TOT) 
We carried out the same analyses by considering only those adoles

cents who took seriously the saying-is-believing, letter-writing task. 
Similarly to the intent-to-treat analyses, we found a significant main 
effect of the intervention on fake news evaluation accuracy ratings, (b =
0.18, t(791) = 4.63, k = 25, p < 0.001, d = 0.29) but a non-significant 

long-term (one-month follow-up) (b = 0.05, t(490) = 1.06, k = 25, p 
= 0.290, d = 0.09) effect in fake news evaluation accuracy ratings 
compared to the control condition. Similarly to the intent-to-treat ana
lyses, the immediate effects were present even when accounting for the 
above-mentioned demographic variables (b = 0.17, t(787) = 4.32, k =
25, p < 0.001, d = 0.28). Nevertheless, the long-term effects were not 
statistically significant when controlling for these demographic vari
ables (b = 0.04, t(488) = 0.767, k = 25, p = 0.361, d = 0.08). 

3.5. Treatment-of-the-treated secondary analyses 

Following the preregistration, similarly to the intent-to-treat ana
lyses, we examined the moderating effects of relevant socio- 
demographic variables (including age, gender, parental level of educa
tion, and ethnic minority status) as well as individual difference vari
ables (analytic thinking, bullshit receptivity, digital literacy, and need 
for cognition). Demographic variables (p > 0.488), digital literacy (p =
0.655), bullshit receptivity (p = 0.773), cognitive reflection (p = 0.293), 
and need for cognition (p = 0.509) did not yield statistically significant 
moderating effects on the treatment’s impact on immediate fake news 
evaluation accuracy scores. Concerning the enduring effects of the inter
vention on long-term fake news evaluation accuracy, no demographic 
variables (p > 0.121), digital literacy (p = 0.540), bullshit receptivity (p 
= 0.415), or cognitive reflection (p = 0.233) were significant 
moderators. 

We found a significant moderation of the need for cognition on long- 
term fake news evaluation accuracy (β = 0.23, t(488) = 2.54, k = 25, p =
0.011). Adolescents with one standard deviation above the mean in need 
for cognition were more likely to recognize fake news in the intervention 
group compared to the control (b = 0.16, t(488) = 2.54, k = 25, p =
0.012, d = 0.28). These effects were even larger for those students who 
were two standard deviations above the mean in need for cognition (b =
0.28, t(488) = 2.77, k = 25, p = 0.006, d = 0.51). At the same time, the 
difference was not significant among students who were one (p = .203) 
or two (p = .598) standard deviations below the mean of need for 
cognition (see Fig. 4). 

4. Discussion 

In the current study, we aimed to implement a prosocial counter- 
misinformation wise intervention targeted at a relatively understudied 
population: adolescents. Within this intervention, participants were 
endowed with an expert role and were requested to write letters to 
digitally less proficient family members, outlining six strategies for 
identifying misinformation. The intervention resulted in a statistically 
significant immediate improvement (d = 0.17). Still, it did not show a 
significant long-term effect on fake news evaluation accuracy ratings 
compared to the control condition if we consider all adolescents. How
ever, those adolescents who followed the instructions of the intervention 
and had a high need for cognition (one [d = 0.28] or two [d = 0.51] 
standard deviations above the mean) exhibited a significant advantage 
in accurately detecting fake news four weeks after the intervention. This 
pattern was not observed among students with a lower need for 
cognition. 

The short-term effect size (d = 0.17) we obtained appears to be more 
modest than what Orosz et al. (2023) found applying their prosocial 
counter-misinformation intervention with a university sample (d =
0.32) or what Barzilai et al. (2023) reported for the short-term evalua
tion accuracy of inaccurate messages using gameplay (d = 0.38 for Study 
2 but d = 0.08 for Study 1). However, these short-term effect sizes are 
similar to Guess et al.’s (2020) large-scale US digital literacy interven
tion study (d = 0.20) effects. Before the current intervention, no previ
ous fake news interventions conducted among high school students 
measured long-term effects specifically on fake news evaluation accu
racy. The long-term effects for engaged and highly analytical students (d 
= 0.28 and d = 0.51) are stronger than prior effects found with young 

10 The intervention did not generate a general skepticism that would nega
tively affect the evaluation of real news (see details in the Supplemental 
Materials). 
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adult samples (d = 0.22, Orosz et al., 2023). Notably, the long-term 
effects we found for engaged and highly analytical individuals are 
much stronger than Guess et al. (2020) found as a long-term effect of 
their brief, online, scalable digital literacy intervention (d = − 0.08). 
However, we must acknowledge that this large effect size was only 
observed among those who took the letter-writing task seriously and had 
a higher need for cognition, not the whole group of participants. Not 
only those were filtered out who did not pay attention to the 
letter-writing task, but we also had high attrition (43.6%) to the 
follow-up test due to the pandemic, which is a limitation of our study. 
Nevertheless, such long-term effect sizes have never been reported 
regarding a specific group of adolescents due to a 15-min-long online 
intervention. 

An intervention can rarely have the same impact on everyone. In 
current social-psychological intervention studies (e.g., Walton et al., 

2023; Yeager et al., 2019), one of the most important questions is about 
who can and cannot benefit from interventions and identify those factors 
that can undermine the induction of recursive processes that can lead to 
beneficial long-term behavioral change (Walton & Yeager, 2020; Yeager 
& Walton, 2011). In our case, we identified two, not completely unex
pected, factors that can undermine the success of the intervention. The 
first relates to the extent to which students take the intervention task 
seriously, while the second relates to their need for cognition. If students 
took it seriously and had a high need for cognition, the intervention led 
to solid long-term effects in misinformation recognition. 

The moderating role of the need for cognition has been demonstrated 
in various interventions: for instance, highly analytic students benefitted 
most from substance use prevention programs (Giles et al., 2010) and 
from brief motivational interventions aimed at reducing alcohol con
sumption (Capone & Wood, 2009). Individuals with a higher need for 

Fig. 3. Samples of the Intent-to-Treat and the Treatment-of-the-Treated analyses in the first data collection wave and the follow-up, split by conditions.  

Fig. 4. Standardized and predicted fake news evaluation accuracy differences between the control and treatment groups among students who took the intervention 
task seriously and who are one and two standard deviations above the need for cognition mean. 
Note. Low credibility values on the y-axis mean that adolescents find fake news less credible; higher values mean that they find fake news credible. 
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cognition also exhibited enhanced attitude-intention alignment 
following exposure to anti-doping messages (Horcajo, Santos, Guyer, & 
Moreno, 2019). They demonstrated increased self-efficacy for quitting 
smoking after participating in a written smoking cessation intervention 
(Haug et al., 2010). Regarding misinformation acceptance, some studies 
found that a higher need for cognition made individuals (with certain 
political orientations) less susceptible to fake information (e.g., Borah, 
2022; Oliveira, 2023). The present study provides additional evidence 
supporting the positive impacts of engagement and motivation to think 
analytically in accurately recognizing misinformation. 

The reasons adolescents may not take psychological interventions 
seriously can be multifaceted. Students’ inclinations to follow the in
structions of wise psychological interventions is a somewhat under
studied topic (Schleider, Mullarkey, & Chacko, 2020). However, insights 
from the clinical and positive psychology literature (Aguirre Velasco, 
Cruz, Billings, Jimenez, & Rowe, 2020; Bolier et al., 2013; Radez et al., 
2021) suggest that barriers to seeking professional help for anxiety and 
depression can be related to shame, stigma, and a lack of knowledge 
about mental health problems. In addition, their desire for autonomy 
and independence can also prevent adolescents from participating in 
these clinical programs. Additionally, a systematic review of quantita
tive and qualitative studies found that a lack of mental health knowledge 
and negative perceptions of help-seeking were common reasons for not 
seeking professional help. Furthermore, according to the clinical liter
ature, the balance between a teenager’s autonomy and adult input is 
delicate, and interventions need to be developed with the input of young 
people to meet their needs (see Aguirre Velasco et al., 2020; Radez et al., 
2021). In the present case, special attention was paid to designing 
autonomy-supportive intervention material, allowing adolescents to 
find themselves in a superior, expert position to give advice. However, 
future research is needed to explore how to get all students better 
invested in the intervention. 

There is one more aspect that can be improved in future studies. The 
authors were not present personally when the interventions were 
deployed in the classroom, and the teachers requested students to 
participate. Even though we provided them with a framing, it is possible 
that they did not always follow the framing we provided. Their framing 
might have generated resistance. In future studies, to increase engage
ment with the intervention materials, it is possible to assign this 
instructional role to someone who is not the teacher but an independent 
individual who is blind to the real purpose of the intervention and the 
conditions. 

4.1. Applied and theoretical contributions 

Our intervention study addresses four main challenges in the fake 
news intervention literature. The first one is related to the nature of the 
intervention itself: previous attempts tried to make people more vigilant 
using accuracy-nudging interventions (Fazio, 2020; Pennycook et al., 
2020, 2021; Pennycook & Rand, 2021), taught them digital literacy 
skills, or inoculated them with the common tricks that fake news crea
tors apply (Basol et al., 2021; Guess et al., 2020; Kahne & Bowyer, 2017; 
Maertens et al., 2020, 2021; Maertens et al., 2023, preprint; Roozenbeek 
& Van der Linden, 2019; Roozenbeek, Van der Linden, Goldberg, Rathje, 
& Lewandowsky, 2022; Roozenbeek et al., 2020; Scheibenzuber, Hofer, 
& Nistor, 2021; Van der Linden, Roozenbeek, & Compton, 2020; Zer
back et al., 2020), so all of them tried to teach people how to spot 
misinformation. However, our prosocial counter-misinformation inter
vention also gives reasons why fake news deception is important. 
Therefore, unlike prior attempts, our intervention facilitates 
meaning-making processes (Walton & Wilson, 2018). Research shows 
that prosocial motivations increase helping behavior in different social 
contexts (see e.g., Grant, 2007; Grant and Hofmann, 2011; Grant and 
Shandell, 2022; Paunesku et al., 2015; Reeves et al., 2021; Yeager et al., 
2014), and our results suggest that these motives (aligned with the 
expert role and digital mindset) can also help decrease the perceived 

accuracy of fake information. 
The second challenge relates to the scalability of misinformation in

terventions. Though this prosocial intervention lasts approximately 15 
min (including the testimonials and the letter-writing task), it is less 
concise than accuracy-nudging interventions (Pennycook et al., 2020, 
2021; Pennycook & Rand, 2021). However, it is less time-consuming 
than many competency-building or inoculation interventions. For 
instance, participating in competency-fostering courses (Caroti et al., 
2023, preprint; Scheibenzuber et al., 2021) or playing games (Basol 
et al., 2021; Basol, Roozenbeek, & van der Linden, 2020; Roozenbeek 
et al., 2020; Roozenbeek & Van der Linden, 2019; Van der Linden et al., 
2020) lasts for from half an hour to several hours (Pennycook & Rand, 
2021), which further complicates the large-scale adoption of these in
terventions despite their effectiveness. Nevertheless, digital media lit
eracy interventions using tips for identifying fake news on social media 
(Guess et al., 2020), short games (Basol et al., 2021), or brief video in
oculations (Roozenbeek et al., 2022) are promising and scalable ap
proaches to counter misinformation. Our approach demonstrates the 
same potential for scalability – at least in a classroom context –, as it 
harnesses efficient delivery methods while retaining the capacity for 
meaningful and lasting impact. However, future research is needed to 
investigate the applicability of the present intervention in various online 
contexts, that is, whether it can be distributed on social media as effi
ciently as accuracy-nudging interventions (Pennycook, Epstein, et al., 
2021) or short video inoculations (Roozenbeek et al., 2022). 

The third challenge pertains to the enduring impact of interventions 
targeting fake news. Despite the pressing need for sustained approaches 
that effectively reduce the perceived credibility of false information, 
research examining the long-term effects of such interventions remains 
limited (or even lacking, e.g., for accuracy-nudging interventions). 
Previous studies have predominantly focused on digital media literacy 
and inoculation interventions, yet the observed effects have been rela
tively short-lived, ranging from one week (Basol et al., 2021; Maertens 
et al., 2020) to three weeks (Guess et al., 2020). Only a few interventions 
have demonstrated enduring outcomes beyond 30 days without imple
menting additional reinforcement measures (Caroti et al., 2023, pre
print; Maertens et al., 2023, preprint, Study 1 and Study 5; Orosz et al., 
2023). In this context, our intervention not only exhibits scalability but 
also engenders a sustained reduction in fake news evaluation accuracy 
among engaged and highly analytical students, as evidenced by the 
statistically significant effects persisting for four weeks 
post-intervention without the need for booster sessions. 

The fourth issue pertains to the limited exploration of the adolescent 
age group in misinformation intervention research. Despite their 
heightened vulnerability to fake news (Baptista et al., 2022; Common 
Sense Media, 2017; Papapicco et al., 2022), only a limited number of 
intervention studies have targeted adolescents so far (Barzilai et al., 
2023; Caroti et al., 2023, in press; Delaney et al., 2022; Smith & de los 
Santos, 2022). The present ra ndomized controlled study contributes to 
the literature by directly addressing susceptibility to fake news among 
high school students and examining the intervention’s short- and 
long-term efficacy, distinguishing our approach from previous research 
endeavors. Additionally, we implemented a more extensive data 
collection approach, gathering a significantly larger sample size than 
previous interventions targeted at high school students (refer to Barzilai 
et al., 2023; Caroti et al., 2023, in press). Furthermore, our study is 
preregistered, and data was collected from a non-WEIRD11 country. 
Being a 15-min-long brief online intervention, no external support is 
required for reading the materials or composing the letters, making it 
easily integrated into the high school curriculum. 

In sum, the present work provides a possible answer to these chal
lenges. First, the present intervention provided a reason for why it might 

11 The abbreviation stands for Western, Educated, Industrialized, Rich, and 
Democratic. 
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be relevant to spot misinformation and not only gave some advice about 
how they can do it. Second, reading the testimonials and writing the 
letter takes 15 min on average; therefore, it is potentially scalable in the 
classroom context. Third, we found small-to-moderate long-term effects 
regarding certain students (and not among all). Fourth, unlike most 
prior intervention attempts, the present focuses on adolescents. Besides 
demonstrating how the present work can answer these four current 
challenges of the field, it is similarly important to list its limitations. 

4.2. Limitations and future directions 

Our study has several limitations that warrant consideration. First, 
we could not compensate participating students due to legal constraints. 
This lack of compensation may have influenced the quality of their re
sponses, the attrition rate, and their overall motivation. 

Second, our data collection occurred during the fourth wave of the 
COVID-19 pandemic, which likely impacted the attrition rate between 
the initial and subsequent data collection rounds. The pandemic’s 
unique circumstances may have introduced confounding variables into 
our study. 

Third, unfortunately, Hungary’s National Public Education Act im
poses restrictions on school training concerning politically sensitive 
topics such as prejudice reduction and LGBTQ + rights support (Na
tional Public Education Act, 2011, 9/A. §). Consequently, despite being 
soon-to-be voters, we could not administer political fake news stimuli to 
this age group. This limitation hampers the comprehensive examination 
of the effects of political misinformation on our sample. 

Fourth, although we did our best to design similarly demanding and 
engaging active control materials, we found that female students took 
the control group exercise more seriously than male students. However, 
in a country where gender stereotypes are strong (Kántás, Faragó, & 
Kovacs, 2022), it is not easy to identify an online control group topic that 
is equally interesting and engaging to boys and girls. Next time, we 
should change the control material to become more appealing to boys, 
making them take it more seriously. 

Fifth, it is important to note that the significant long-term effect was 
observed solely among participants who approached the letter-writing 
task with seriousness and exhibited a higher need for cognition, not 
the whole sample of students. Not only were adolescents who did not 
engage diligently with the task excluded, but we also encountered a 
significant attrition rate (43.6%) during the follow-up test, which rep
resents a limitation of our study. Future research should investigate 
strategies to foster greater engagement among all students in the 
intervention. 

The sixth limitation concerns the mechanisms that drive the in
tervention’s effects. We did not explore mediators (prosociality, digital 
mindset, expert role), as our primary objective was to identify potential 
long-term effects and relevant moderators influencing the effectiveness 
of the intervention. Future studies can identify the role of these psy
chological mechanisms through manipulation checks and the specific 
role of three mechanisms in the immediate and long-term effectiveness 
of the intervention. 

The seventh limitation is related to the underlying cognitive pro
cesses. Although Pennycook and Rand (2020)found a unidimensional 
structure of the fake and real news suggesting that a single cognitive 
structure might be responsible for processing fake and real news, Kiili 
et al. (2023) and Fendt et al. (2023) identified that two underlying 
cognitive structures are responsible for evaluating real and fake news. 
Based on supplemental analyses (see Supplemental Materials) the pre
sent data does not belong unambiguously to either the unifactorial or the 
two-factor solutions. Therefore, future studies might investigate this 
aspect in the Hungarian context. 

The eighth limitation is that the mean and the standard deviation of 
the accuracy ratings of the fake news items were lower in the follow-up 
than immediately after the intervention. This might indicate that stu
dents could recognize them more easily independently from their 

condition, which could also contribute to the less salient long-term ef
fects of the intervention. In future studies, it might be useful not only to 
randomly present fake and real news within each measurement point 
(within the post-test and the follow-up) but to mix these items between 
the measurement points (between the post-test and the follow-up). 

The ninth limitation is related to the low reliability of the outcome 
variable: despite a wide range of topics in the news materials with 
relatively low reliability does not a cause for concern based on prior 
studies (see Faragó et al., 2020; Schmitt, 1996; Shnabel et al., 2016, for 
further clarification). However, if the goal is respecting high psycho
metric standards and an item set with high-reliability scores, it might be 
useful to implement items from the same topic (e.g., medical news 
related to sugar consumption or COVID-19; see Kiili et al. (2023) and 
Fendt et al. (2023)). 

The tenth limitation is about measuring more outcome variables: 
even though our intervention made adolescents more aware of the 
presence of fake news, this does not automatically imply they possess 
sufficient information to decide whether a news article is real or fake, as, 
they may still need to pursue further information to assess the extent of 
falsehood within a piece of news. Therefore, future studies should 
include other dependent variables than fake news evaluation accuracy, 
like the intention to seek additional information. 

Finally, although the news items were pretested on a comprehensive 
adult sample, we did not have a similarly extended pretest among ad
olescents. Furthermore, we did not have a pre-intervention fake and real 
news accuracy assessment measure to provide a pre-intervention base
line in fake accuracy ratings. The main reason for not doing so was the 
time limit (the intervention material and the pre-and post-measures 
should fit in a standard classroom lesson), and we did not aim to prime 
students with an intellectual task before the intervention that can serve 
as a potential confounding accuracy nudge. 

5. Conclusion 

Our study provided evidence for the short- and some long-term ef
fects of a scalable prosocial fake news intervention among high school 
students. Though the intervention was effective for the whole treatment 
group in the short term, motivated participants who elaborated on the 
task, took the letter-writing seriously, and had a higher need for 
cognition had a more robust long-term decrease in fake news evaluation 
accuracy. Our intervention method incorporates indirect persuasive 
techniques that have been shown to facilitate enduring changes in at
titudes and behaviors (Aronson, 1999) in ideal circumstances. However, 
similar to other wise social psychological interventions (Walton et al., 
2023; Yeager et al., 2019), adolescents’ motivation to engage in the 
intervention is indeed a crucial prerequisite for the desired effects. 
Though adolescents were endowed with an expert role in the digital 
world rather than treated as incompetent teenagers, and they were given 
respectful treatment, which is a requirement to increase adolescents’ 
engagement and motivation in interventions (Yeager et al., 2018), this 
might not be enough for all adolescents to be motivated. Besides over
coming the four challenges we sketched in the discussion, future studies 
might explore factors that could enhance motivation and the willingness 
to elaborate a counter-misinformation intervention content among this 
age group. 
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